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Abstract—Jamming resistance is crucial for applications where a secret key for future FHSS communication in presence of
reliable wireless communication is required. Spread specim g jammer [17]. Strasser et al. [18] and Slater et al. [16]rlate
techniques such as Frequency Hopping Spread Spectrum (FH$S independently proposed to use similar coding techniques to

and Direct Sequence Spread Spectrum (DSSS) have been use L .
as countermeasures against jamming attacks. Traditional mti- MProve the robustness and efficiency in UFH. These works

jamming techniques require that senders and receivers shara successfully remove the requirement of pre-shared keys in
secret key in order to communicate with each other. However, point-to-point FHSS communication.
such a requirement prevents these techniques from being eittive Unfortunately, UFH and its variations [16]-[18] cannot
for anti-jamming broadcast communication, where a jammer may o girectly used forbroadcastcommunication, since their
learn the shared key from a compromised or malicious receive . L - L
and disrupt the reception at normal receivers. primary objective is to establish a pairwise key _bet\_/veen two
In this paper, we propose a Randomized Differential DSSS parties. Indeed, any spread spectrum communication system
(RD-DSSS) scheme to achieve anti-jamming broadcast commu-that requires a shared key, either pre-shared or estattlishe
nication without shared keys. RD-DSSS encodes each bit ofthe initial stage of the communication, cannot be used for
data using the correlation of unpredictable spreading code. p,434cast communication where there may be insider jammers
Specmcally, bit “0” is encoded using two different spre.adng. A lici . ho k the shared k
codes, which have low correlation with each other, while bit XY MAaliCIOUS re€ceiver, who knows the shared key, may use
“1" is encoded using two identical spreading codes, which the key to jam the communication.
have high correlation. To defeat reactive jamming attacks,RD- To address this problem, researchers recently investigate
DSSS uses de“ip'e spre?ging COdg Seth(?nbcefs tOtSpfeadtt.eaChow to enable jamming-resistant broadcast communication
message and rearranges the s ; ; ;
it. Our%heoretical anal?/sis and sFi)rrnejatigﬁ E:sultz cs)LeovJa:tr;rgD? without shared keys [1], [13]. Baird et f"‘" pr.OPO‘jed a C,f)dmg
DSSS can effectively defeat jamming attacks for anti-jamnrg approach to encpde dat‘_'j‘ to be transmitted into mar.ks (e.9-
broadcast communication without shared keys. short pulses at different times) that can be decoded withioyt
prior knowledge of keys [1]. However, the decoding process
of the method is inherently sequential (i.e., the decodihg o
Wireless communications is vulnerable to jamming attackise next bit depends on the decoded values of the previous
due to the shared use of wireless medium. A jammer céits). Though it works with short pulses in the time domain,
simply take advantage of a radio frequency (RF) device (e.the method cannot be extended to DSSS or FHSS without
a waveform generator) to transmit signals in the wirelessieh significantly increasing the decoding cost.
nel. As a result, signals of the jammer and the sender collidePopper et al. developed an Uncoordinated Direct Sequence
at the receiver and the signal reception process is distupt8pread Spectrum (UDSSS) approach, which avoids jamming
Therefore, jamming resistance is crucial for applicatiwhere by randomly selecting a spreading code sequence from a pool
reliable wireless communications is required. of code sequences. However, as indicated in [13], UDSSS
Spread spectrum techniques have been used as counternseadinerable to reactive jamming attacks. It is demonsttat
sures against jamming attacks. Direct Sequence Spread Sped13] that when the jammer does not have sufficient com-
trum (DSSS), Frequency Hopping Spread Spectrum (FHSButational power to infer the spreading sequence quickly
and Chirp Spread Spectrum (CSS) are three common formseabugh, UDSSS still provides good enough jamming resis-
spread spectrum techniques [12]. In classic spread spectriance. However, when the jammer has sufficient computdtiona
techniques, senders and receivers need to pre-share & s@ower, UDSSS fails to provide strong guarantee of jamming
key, with which they can generate identical hopping pafterrresistance.
spreading codes, or timing of pulses for communication. How In this paper, we propose a Randomized Differential DSSS
ever, if a jammer knows the secret key, the jammer can eaqgiRD-DSSS) scheme for DSSS-based broadcast communica-
jam the communication by following the hopping patterngion. RD-DSSS relies completely on publicly known spregdin
spreading codes, or timing of pulses used by the sender. codes, and thus does not require any shared key among the
There have been a few recent attempts to remove thender and the receivers. It does not suffer from the vulner-
dependency of jamming-resistant communications on prahilities of previous solutions, and thus is a good candidat
shared keys [1], [13], [16]-[18]. Strasser et al. developad to enable anti-jamming broadcast communication even when
Uncoordinated Frequency Hopping (UFH) technique to allothere are potentially compromised or malicious receivers.
two nodes that do not have any common secret to establislRD-DSSS employs spreading codes of traditional DSSS
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In addition, RD-DSSS uses a pool of spreading code se- e
guences to enhance its reliability and tolerate reactive- ja Fig. 1. A simple communication framework of DSSS

ming attacks. A sender spreads each message using multiple
spreading code sequences and rearranges the spread resReception ProcessUpon hearing the RF signal, the re-
before transmitting it. A receiver, after receiving the ient ceiver performs similar tasks in the reverse order. Theivece
message, can reverse the rearrangement of the spread réisiit recovers the baseband signal by multiplying a cosine
and then recover the original message. However, a jammer kigg1al as used by the sender, applies an A/D sampler and a
to disrupt the communication at the same time as the mességéector to transform the baseband signal into chips, aes us
transmission. It is thus very difficult for a jammer to derthe DSSS to de-spread the chips. The receiver finally decodes the
correct spreading sequences on the fly and jam the messdgespread result to reconstruct the original message.
transmission accordingly. Spreading and De-spreadingSpreading and de-spreading
The contribution of this paper is two-fold: First, we deyeloare two important functions of a DSSS system. In spreading,
a new RD-DSSS scheme to both remove the requireménsender multiplies each bit of the original message with a
of shared keys for DSSS communication and overcome thgreading code to get the spread message. For example, if the
weaknesses of previous solutions (e.g., vulnerabilitgaztive original message is “01” and the spreading codels-1+1—
jamming attacks). Second, we evaluate the performance dndhen the sender converts the original message “01” into the
effectiveness of RD-DSSS in presence of various kinds of jafolar form—1 4+ 1, and multiplies—1 and+1 with spreading
ming attacks through both theoretical analysis and sinmrdat code—1+1+1— 1, respectively. The spread message is thus
The rest of the paper is organized as follows. Section #1 —1—-1+1-1+1+1-1.
gives background information on DSSS. Section Il discesse It is necessary to understand the notion of correlation to
the system and threat models. Section IV presents the pedposee how de-spreading works. Given two spreading cédes
RD-DSSS scheme. Sections V and VI provide the performangg .., fr andg = g1, .., gx, wheref; andg; are valued-1 or 1
and security evaluation, respectively. Section VII ddmesi for 1 < i < k, the correlation of andgisf.-g = %Zle figi.
related work, and Section VIII concludes this paper. Note that the correlation of two identical spreading codes i
1.
Il. BACKGROUND ONDSSS In de-spreading, the receiver uses a local replica of the
DSSS is a modulation method applied to digital signals [6}preading code and synchronizes it with the received mes-
It increases the signal bandwidth to a value much larger thaage [15]. Then the receiver correlates the received messag
needed to transmit the underlying information [6]. In DSSSyith the replica to generate the de-spreading output. Famex
spreading codes that are independent of the original sigié, suppose the received messagels-1-1+1—-1+1+1-1
are used to achieve the goal of bandwidth expansion. Bathd the local replica of the spreading code-ib+1+1—1
a sender and a receiver agree on a spreading code, whichtithe receiver side. The receiver aligh$ + 1 + 1 — 1 with
regarded as a shared secret between them. A spreading dbedirst 4 chips of the received message (Hel,—1—1+1)
is usually a sequence of bits valugéind—1 (polar) orl and and correlates them to get bitl (i.e., “0” in non-polar form).
0 (non-polar), which has noise-like properties. In this pape Synchronization: In DSSS systems, a receiver needs to
without loss of generality, we consider spreading code& witdentify the beginning of a message sent by the sender from
polarity. Typical spreading codes are pseudo-random ¢odd® received signal. In general, the sender and the receiver
Walsh-Hadamard codes and Gold codes [15]. Figure 1 shoagree on a known code such as Barker Code [2] that has good
a simple communication framework of DSSS. autocorrelation property (i.e., the correlation betweerode
Transmission ProcessA sender usually first encodes theand its shifted value is low). The sender transmits the code
original message using an error correction code (ECC) just before the spread message. The receiver correlates the
enhance the reliability of the communication. The senden threceived signal with the code using a sliding window apphoac
uses DSSS to spread the encoded message into a bilheyposition where the correlation is maximum indicates the
bitstream calleathips and uses a D/A converter to transfornbeginning of the message [4], [7], [15].
the chips into analog square wave signal called basebandSSS allows receivers to reconstruct the desired signal
signal. The baseband signal is multiplied by a cosine signaith efficiency and at the same time distributes the energy
with a certain frequency, resulting in the RF signal. The R&f wireless interferences (e.g., narrow band jamming s&gjna
signal is fed to the antenna to transmit in the wireless cblnnto the entire bandwidth. Therefore, DSSS provides good anti



jam protection for wireless communications. codeset {P;, Py}

original message _ replaced with C;
Ill. SYSTEM AND THREAT MODELS -n--

bit 1 bit 2 bit 3 bit 4 index code set {Cl, Cz}
Our system consists of asgnder and r_nult|ple receivers. The_ spreading | p, | 0| o] Pyl bl pel el py|  GiRIRIIR NP
sender a_nd receivers are wireless devices that can transmit spread message | asequenceofcodes | C; P IR IR IIp
and receive RF signals. We assume that there are jammers
H H H H H p. | Ps| Ps| P, | spread message
that inject noise signals into the wireless channel. Thd gba g rcading |1 =1 >
the jammers is to prevent communication between the sender P | Pa| Ps| Pr| sequence of codes

and the receivers. We assume a jammer has the following correlations | u | L | 1 | &
capabilities: (1) He is aware of the target communication
systems (e.g., protocols and anti-jamming strategy); @) h
can eavesdrop the communication between the sender and
the receivers; (3) he can transmit on the wireless channel ] ] .
to interfere with the physical transmission and reception &€ corresponding codes in the first and the second halves of
the desired wireless signals; (4) he can inject fake messa$fte spread message (i.ps,p1, P3- P4, Ps - Ps, andpr - pr).

into the channel; and (5) he can perform real-time analysis igh correlanon_ and low correlation are translated intd “1
identify the spreading code used to spread each bit data rigRd ‘0", respectively.

after its transmission. However, we assume that if a jammerT0 reduce the communication overhead, we propose to have
does not know the code for spreading any 1-bit data, he canH#t sender and the receivers share a set of pre-defined spread

Fig. 2.  An example of the basic RD-DSSS scheme.

jam the transmission of it. ing code sequences, which are formed by the concatenations
of codes in the spreading code set. We associate each code
IV. RANDOMIZED DIFFERENTIAL DSSS sequence with a special spreading code califetbx code

Similar to traditional DSSS, RD-DSSS takes advantage b€ collection of all index codes is referred to as thdex

the correlation properties of spreading codes to achietie aif0de setWe require that the correlation between two different
jamming communication. The transmission, reception, affil€x codes is low. Intuitively, a sender can transmit areind
synchronization of a RD-DSSS system are the same as th68€€ (instead of the actual code sequence) to indicate the co

of a traditional DSSS system except for the spreading afigduence for spreading. For example, Figure 2 shows that the
de-spreading processes. Due to the change in these prece§ég tWo code sequences, which are repr_esented by index codes
RD-DSSS does not require a sender and its receivers to sHar@ndcz, respectively. Instead of sending [[p4|[ps|[p7 as

a secret key. In the following, we focus on spreading and dée second half of the spread message, the sender simply

spreading processes of RD-DSSS. transmitsc;. The index code set and the spreading code set
should have no overlap so that a receiver can easily digshgu
A. Basic Scheme between an index code and a regular spreading code.

In RD-DSSS, the sender and the receivers share a set ofn the following, we present the basic scheme in detail.
spreading codes, which we call tspreading code sefhere 1) Code Set and Code Sequence $etP = {p1,...,pn}
should be low correlation between any two codes in thenote the spreading code set withcodes. As mentioned
spreading code set. A sender encodes each bit of data usinge@rlier, these codes should have low correlation with each
correlation of two unpredictable spreading codes. Spediific Other. There are multiple candidate codes for our scheme,
bit “0” is encoded using two different spreading codes, Wwhicsuch as Gold codes, Walsh-Hadamard codes, m sequences, and
have low correlation with each other, while bit “1” is encdde Kasami codes [15]. We assume each cod®iis of length f
using two identical spreading codes, which have high carreend P is publicly known.
tion. A sender can randomly choose different pairs of codesLet C = {pi1||-..]|P1, -, Pa1||--|[Pa} denote the set of
from the code set for different bits in a message. A receiverpre-defined code sequences, whpgg is a code randomly
de-spreads a received message by computing correlatitwe ofselected fron for 1 <i < g and1l < j < [. We assumg is
two codes for each bit. High correlation and low correlatioknown to the public. We associate an index ceglavith the
are translated into “1” and “0”, respectively. i-th code sequencp;i||...||pa. Let T = {ci,...,c4} be the

Figure 2 shows an example, in which a sender transm#gt of index codes. We assume each index codes is of length
a 4-bit message “1011” to a receiver. The sender randonglySimilar to andC, 7 is also known to the public.
chooses codgs;, p4, ps, andp; from the spreading code set. To reduce storage overhead, we only store the index codes
Since bit 1 of the message is “1”, the sender yse$wice to and generate each code sequence€ imsing its index code.
encode it. The second bit of the original message is “0”. Thu@ne possible way is to use a pseudo-random generator (PRG)
the sender uses any code different frpm(i.e., p; as shown with c; as the input to generate a sequence of indexes, which
in Figure 2) andp, to encode it. Bits 3 and 4 are encodedre then used to select codes fréhio form a code sequence.
similarly. As a result, the sender gets an encoded mess&gs example, assumg is the index code opy;1 ||pi2, n = 4,
pil|ps||ps||p7||p1||P4l|Ps|[P7, in which the second half of and PRG(c;) = (01 11...)2. Thus,p;1 = p1 andp;2 = ps.
the message are the codes selected by the sender earlier. FBy Spreading:Let m = m;]|...||m; denote the original
de-spreading, the receiver computes the correlationsdagtwmessage to be transmitted. For spreading, a sender randomly




chooses a code sequence frémLet S = s, ||...||s; denote ¢ = (1 + p) and the minimized probability of decision error
the chosen code sequence. The sender then generatesistpg,,., = 3 + %erf(;’\;ila). ]
spread message based on the chosen code seq8eh@  4) Pros and ConsThe basic scheme of RD-DSSS provides
F = fi]|...]|f; denote the spread message. Fot i < [, the resistance against wireless interference for broadcastruo
sender generatds according to the following rule: ifn; = 1, nication. The sender randomly chooses a code sequence to
f; is the same as;. Otherwise,f; is an arbitrary code in spread each original message, and no one except for thersende
P other thans;. Assume the index code of the chosen codenows the code sequence before the communication. Thus, the
sequence ig. The sender appendsto the end of the spread requirement of shared keys is removed, gaining reliabiiig
message and transmil|c to the receiver. scalability for broadcast communication systems. Furifoee,

3) De-spreading: For de-spreading, a receiver needs tghe sender associates an index code with each code sequence
identify the chosen code sequence. Suppose the received ra@@ transmits the index code instead of the actual code
sage isF||¢, whereF = fi||f,]|...||f;. The receiver computes sequence. Thus, the communication overhead is reduced.
correlations between each index code @ndNote that the  However, the basic scheme is still vulnerable to reactive
correlation between two identical codes is the highest afghnming attacks. Recall that bit “1” is encoded by two
reaches correlation peak. Thus, the receiver marks thexing@entical codes. Thus, the spread message and the chosen cod
code that results in the highest correlation withs identified. sequence may share many similar codes, and the correlation
Let S = si|[s2||...|][s; denote the code sequence associatg@tween them may be high. After observing the firstodes
with the identified index code. The receiver then uSeto of a message being transmitted, the jammer can compute the
de-spread the received message. correlation between the observedodes and the first codes

To de-spread the received message, a receiver needsfteach code sequence ¢h The code sequence resulting in
compute the following correlationsfi(s1), (f2-s2),..., €i-s1).  the highest correlation is probably the code sequence ohose
Let th = 71|...[|; denote the de-spreading outpuit. can py the sender. The jammer can then spread a fake message
be generated according to the following rule(fif-s;) is larger using the identified code sequence to jam the transmission of
than or equal to a threshotd m; = 1. Otherwisei; = 0. the remaining message.

The thresholdt is an important parameter. In this paper,
we derive the threshold as the value that minimizes theB. Enhanced Scheme: Defending against Reactive Jamming
probability of decision error when the transmitted sigrel i The basic scheme is vulnerable to reactive jamming attacks,
polluted by additive white Gaussian noise signal, which iince the correlation between the spread message and the
a generally assumed jamming signal in wireless communighosen code sequence is usually high. In the enhanced scheme
tions [15], [20]. This threshold is given in lemma 1. we propose two mechanisms to reduce the correlation and

Lemma 1:Given additive Gaussian noise, the probabilitymprove the basic scheme.
of decision error is minimized for threshoid= 3 (1 + p), First, after generating the spread message as in the basic
wherep = %) > vpip;ep(Pi - Pj) (i.e., p is the average of scheme, the sender permutes all codes of the spread message.
the correlations between two codesTm). Thus, even if thei-th bit of the original message is 1, the

Proof: ConsiderX = (x1,...,2;) and X = (&1,...,4;), i-th observed code is not the same as tih code of the
wherez; = f,-s; andi; = f;,-s; for 1 < i < I. Let chosen code sequence, resulting in reduced correlatian. Fo
n;, = (nq,..,n;;) denote the errors introduced by wireleséxample, in Figure 2, the spread messageii§ps||ps//pr

interference. Thusf; = f; + n,. We assume the elements ofnd the chosen code sequencepii|pa||ps|/p7. Assume
n; are independent and identically distributed (i.i.d) Géaarss the correlation between two different codes is 0. Thus, the

random variables with mean value 0 and variamce Let correlation between the spread message and the chosen code

e = (e1,..,e;) denoteX — X, wheree; = z; — #;, and let Sequence i+ = 0.75. However, if we permute the

si = si||sia]|-||sif, Wheres,; is valued—1 or +1. Note SPread message and assume the reslfips||p:/[ps, then

thatd; = f;-s; = (f +n;)-s; = 2; + n; - s;. Thus, the correlation between the permuted spread message and the

ei=mn; s = L ZJ_" L nijsi;. According to the properties of chosen code sequence is reduced to 0. Second, the sender
i e

Gaussian variables [104, is i.i.d. Gaussian random variablesSPreads the message usingode sequences 01 As a result,

with mean value 0 and varianeée. a reactive jammer must know all code sequences in order
Whenm; = 1, & = 2; +¢; = 1 + e;. The probability to launch reactive jamming successfully.
;@2 In the following, we present the enhanced scheme in detail.

density functionA(pdf) ofl +e; is fi(#:) = VargC 1) Spreading: A sender randomly choosek code se-
Whenm; = 0, &; = 9ci2+ e; = p+ e, the pdf of p + ¢;

) guences fronC and uses them to generate the spread mes-
is fo(#;) = —=——e~ 22 . Assume the sender transmits “1"sage. Suppose code sequencgs= pi,1||...|[pi,1; ..., Ci, =

V2mo

or “0” with probability 1. Thus, the probability of decision Pi.1l|--[[pi: are selected. Foi < j < I, let A; =

error is p, — l(ft Fi(E)da; + [ fo(i)da) = L1+ {Pi.j,--»Pipj}. That is, A; consists of thej-th codes of
lerf(t;le) . ferffot’—”))z Whleree;f is thze E;ror Ftﬁnction all chosen code sequences. The sender generates the spread
2 V2o 5 Cew Vg o messageF = fi||f;||...]|f; according to the following rule: If
erf(w) = = Jy e dy [15]. To minimizep., we let the ,,, — 1 chooses; as any code ind; randomly. Otherwise,

derivation ofp. be 0 (i.e.,d;f = 0) and solves. We can obtain choosedf; as any code not ivd;.




TABLE |

The sender then maps each s&f to an integer number COMPUTATION TIME (MILLISECONDS)
and sorts those numbers in descending order to generate
a permutation. For example, I&t(4,) denote the mapping Operations # of computations] computation time
function that converts sel; into an integer. Assumeé = 3 Masppltng 1,224 th :gééi
e, F = fi||f||f5), and h = 55, h = 67, and ort_ ts =4
( lE2]1fs) (A1) (A2) Permutation i Z, = 0.005

h(As) = 23. The sorting result i (As), h(A1), h(A3), and

Inverse Permutatior 1 tip = 1.100
thus_ we useh||f ||f; as the perm_uted_message. _ Correlation 13,500 X 3 %, —8.9%0
Given A; = {pi,j,..,Pixj}» In this paper, we simply Total 41527 ta = 14.862

computeh(A;) ash(A;) = ind(pi, ;) x 10*~ +ind(pi,;) x
10%2...+ind(pi,;), whereind(p) is the index of the codp. DSSS in tolerating reactive jamming attacks in Section 2I-B
For example, ift = 2 and A; = {ps3,p1}, thenh(A;) = 31.

Finally, the sender appends index codes,...,c;, to V. PERFORMANCEOVERHEADS
the end of the permuted spread messhige and transmits
F,l|ci,||...]|c, to the receivers.

2) De-spreading:A receiver recovers the original messag
in two steps: (1) identify the index codes appended by t
sender, and (2) process the received message.

Let F,|¢;, ||...| ;. denote the received message, whege

Computational Overhead: RD-DSSS systems require ad-
itional operations compared with traditional DSSS system
Eg.g., computing correlations to identify index codes)}t Lg
ts, tp, tip, @andt, denote the computation time for performing
mapping functions, sorting, permutation, inverse perinuta
and computing correlations to identify index codes. The ad-

is the permuted spread message and...,¢;, are the index .. ) . .
codes. The receiver needs to identify the index codes tleat gf,nonal computation overheat iniroduced by RD-DSSS is
to =tn +ts +tp + tip + te.

appended by the sender. Hox u < k , the receiver computes "¢ P . .
bp y ot P To get an intuitive feeling of the computational overhead,

the correlations between each index code and(i.e., c; - ; . . .
& ,...¢q - &.). The index code that results in the highest’ did an experiment to test the time required by these
cébr}elétiz)n w?thé» is marked as identified additional operations. The system settings in the expetime

Let c c. l/“ denote the identified .index codes and'€ @S follows: The message length is 1,024 bits, the siZe of
| ﬁlp""/" “‘p‘ nl||lpii denote the corresponding'S 100, the size of is 13,500, the length of each index code is
ngé .s;équlérl\;:.é.s’ \;\’;hlet.é.< ;’“/l i/ < g Forl < i< 512chips, the number of code sequences chosen by the sender
let A' — (Do ULTT Tlh’"" ho= = he ' is 3, and the length of each code fhis 256 chips. Table |

" = {Pirj, - Pi’j }- The receiver computes the per- h h tation { tih i ; d
mutation based ork(.A}), ..., h(A}), and then recovers the SNOWS the CO”_‘F;]” aéozolrgle-|0| Ofi"p?’ra 'OISC%GJ orn:jel gn
original code order of the spread message fl gt.||/f/ denote & computer with a 3. z Intel Pentium and L.
the result. The receiver then computés as follows: If G.B _memor)_/._AII those operations together can be f_|n|shed
) : within 15 milliseconds. In practice, the correlation opena

Idpe A st f;-p>t, let/n; = 1. Otherwise, leth; =0. . . ;
3) Ability to Deal with Reactive Jammingfo perform re- 1S !nherentl_y _parallel_(l.e., do_t product of two vectorsylzie
finished efficiently with special purpose hardware.
13,500)

active jamming attacks, a jammer needs to find code sequenc L
J 9 J q ote that a reactive jammer must compuiex ( 3

used for message transmission. However, the correlation be . . . :
Halatlons in order to gather information of the chosen

tween the observed codes and any of code sequences chG8E

by the sender is not guaranteed to be high, since the coct%éje sequences used by RD-DSSS with the settings in the

order in the spread message is rearranged above experiment. Assume the computation power of the

The jammer may do an exhaustive search over all possil!&?gw'tertr']s 100 tm,:ef Ofl a no;ma(lj ;ecetlr\]/er: Lt anfl " K
combinations oft code sequences ifi to find those chosen enote the computational overneéad for the jammer 1o crac

by the user. The number of correlations the jammer shod:"fdSlngle mg}s{)sage and the ratiotito t“'IE%EPeCt'Ver' Thus,
3% 3><( 3 )><tC

compute igk (). However, even with all the correlation resultsf; = 1375003% andr = EegsRioox Tl

the jammer still cannot determine which code sequences hdweparticular, using the parameters in Table I, we can get
been chosen, because (1) transmission of bit “0" can ude overhead; = 2,729.8 seconds, which is much larger
any code other than those in the corresponding position thfin the transmission time of a single message, and the ratio
the selected code sequences and (2) multiple code sequemces183,680. When k increases, the jammer's computation
could be used for encoding. Moreover, the jammer must finisiverheadt; increases exponentially, since the jammer needs
the computation within the transmission time of a singl® check all combinations df code sequencesm(i.e.,k(g)).
message in order to launch reactive jamming. For examphlowever, the receiver’s computation overhéaéhcreases lin-

if ¢ = 13,500 and k = 5, the number of correlations theearly, since the receiver only needs to chéckq correlations
attacker needs to computefis< ('*7%%) > 264, Assume the for identifying the index codes.

length of the original message is 024 bits and that of a  Storage Overhead:RD-DSSS systems need to store the
spreading code is 256 chips. For a 802.11 wireless devite witbde setP and all the index codes. In our experiment, the
11 Mbps data rate, the time for transmitting a spread messagenber of index codes is3, 500. Assume the size d? is 100.

is L2250 ~ 0.024 second. This means the jammer musthus, the required storage capacityli®) x 256 + 13,500 x
finish such a huge amount of computation within 0.024 secorid.2 bits = 0.83 MB, which can be afforded by notebook- or

We provide detailed analysis to show the effectiveness of RBandheld-class devices nowadays.




Communication Overhead: RD-DSSS systems slightly « Type I: He can randomly choose codes fr@hand tries
increase communication overhead compared with traditiona to jam the communication by transmitting those spreading

DSSS systems, since a sender needs to appéndex codes codes.
to the end of the message body. However, this communication Type II: He can perform reactive jamming discussed in
overhead is negligible compared with the cost of transngtti Section IV-A4. That is, the jammer tries to find the code

the message body. For example, in the settings of the earlier sequences used by a sender by analyzing the first portion

experiment, the communication overhead introduced by the of a message being transmitted, and then spreads a fake

index codes is3 x 512 chips for each message, which has  message using the identified code sequence to jam the

256 x 1,024 chips. The overhead is less thar$%. rest of the message transmission.

« Type lll: He can perform Denial of Service (DoS) attacks
targeting the index codes, in which he randomly picks
We perform theoretical analysis to show the effectivenéss o several index codes and transmits them along with the

RD-DSSS in defending against various jamming attacks. We legal index codes to force receivers to deal with a large

VI. SECURITY ANALYSIS AND SIMULATION

also perform simulation to confirm our analytical resultheT number of candidate index codes.
simulation is done in MATLAB 7.4.0 on a computer with @ | the following we show the effectiveness of RD-DSSS in
3.40 GHz Intel Pentium 4 CPU and 1.5 GB memory. defending against these attacks.

1) Type | Attacks:In Type | attacks, the jammer randomly
N ) ) ] o selects codes fro®?, and transmits them to interfere with the
~ To facilitate the analysis, we first give a classification ofriginal message transmission. We first derive the protaabil
jamming attacks. According to [15], jammers are classifigflat the jammer can disrupt the wireless communication.
into five types:broadband noise jammergartial-band noise Analysis: Suppose the-th code transmitted by the sender
jammers continuous wave jammersultitone jammersand is p; and A; is the set that generates thigh code of the
pulse jammersThese jammers intentionally transmit randorBermuted spread message. If the bit spread.dyis “0”
noise signals to cause wireless interferences. They diffen 4 p: happens to be ind;, then the receiver cannot de-
each other in energy distributions of their jamming signtis pread the original bit corr'ectly. However, a few bit errors

practice, t_here exist more complicateq jammers. F_or eX@MPlan pe tolerated by ECC. For example, the standard (255,
a“smart jammer can not only transmit random noise signa 23) Reed-Solomon code is capable of correcting up to 16 bit
but can also inject fake messages that are encapsulated, i s among every 223 information bits of a message [23].
the packet format used by the communicators to mislead 6o Ecc can correct a maximum d§f bit errors of the
reception process [25]'_ __original message but the jammer can collapse more fifan
Based on the previous work [15], [25], we generalizgjis then the receiver cannot reconstruct the originalsags.

jamming attacks into two categorieson-intelligent jamming |, the following, we derive the probability that the jammanc
attacksandintelligent jamming attackdn the former attacks, disrupt the transmission of a message (i.e., the probgHitt
the jammer disrupts wireless communication by sending raj, jammer can jam more thaw bits). '

dom noise signals. In the latter attacks, the jammer traissmi Assume the sender transmits “1” or “0” with probabiliy

jamming signals that are generated based on his knowleq_%q | A;| be the number of codes in the sét. The probability

grr:t;rincg;)rsrlt?;l::g;?:;lognsdyifrrr?riéﬁigé'tig]ne ;r'gt':)iloﬁ’:;ttem& AMhat thei-th code tranksmitted by the jammer is one code in
» . i 1S P(p; i) => . P(A;] = 7))L, wheren is the size
Note that conventional DSSS is capable of mitigating no%‘-:c the égd(f;e}v; 23_1 (Al = 5)% n

intelligent jamming attacks [15]. Therefore, inheritingpiin C . m
. . ; : . . The number of ways of picking codes fromP is ()
conventional DSSS, RD-DSSS is also non-intelligent jangmin 4 A
- . . . ; and the number of ways of putting codes fromP into
resilient. Thus, in this section, we focus our analysis om th, . =, N d h ber of f L
intelligent jamming attacks Ai is . LetJ_V(]) enote the number of ways of putting
' distinct codes intod; such that.A;| = j. Thus, the recurrence
B. Intelligent Jamming Attacks equation ofN (j) is N(j) = j* =37 _, (7)) N(w—1). Ac-
In intelligent jamming attacks, a jammer is aware of theording to classical probability modét(|.4;| = j) = %
target communication systems and transmits meaningful Me%us. Plo., N ok (HNG)I and the probability that
sages to undermine the communication. In RD-DSSS systems,u Plp: € Ai) = 2joy o P Y

. . . . [P( 1.G_Ai)
a significant threat caused by intelligent jamming attacks 1€ Dit spread byA; is jammed is=E5=2. Therefore, the

that a jammer may take advantage of the publicly knov\mobability that more thaV/ bits are corr_uptgd b_y thejammer_

spreading code seP, code sequence s€, and the index (i.e., the probability that tl;_le communlcaltBn is jammed) is

code setZ to jam the communication. Therefore, in oups = ZEZMH (i)(w) (1- W)

analysis, we focus on the ways that an intelligent jammer canFigures 3 shows the jamming probabilipyy when each

use the publicly known information to disrupt the wirelessessage has 1,024 bits. It is easy to seejihadecreases as

communication. the size of the spreading code se) {ncreases. Whem is
By exploiting?, C, andZ, an intelligent jammer can chooséarger than 70 and/ = 60, the probability is less thah0—*.

the following strategies to attack RD-DSSS systems: Simulation: We use simulation to further examine the

A. Classification of Jamming Attacks
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Fig. 3. Theoretical probability that an attacker jamBig. 4. Simulated and theoretical probabilities thatig. 5. Simulated and theoretical probabilities that
communication fork = 5 an attacker jams communication whén = 60 an attacker jams communication when= 120

effectiveness of RD-DSSS and confirm the theoretical resultorrelations and show that they are very close to each other.
In the simulation, the length of the message is 1,024 bits andAnalysis: Let p; and py denote the probability that the
the size ofC is 10,000. sender transmits “1” and “0”, respectively. L&t= f;||...||f,

We let M = 60 and n range from 50 to 60. For eachdenote the- codes transmitted by the sender and observed by
n, we randomly generate a message and spread it usingh®jammer, wheré < r <. Letg = g1]|...||g; denote a code
code sequences randomly selected fiomWe also form the sequence not selected by the sender. Asspme py = 1.
jammer's code sequence by randomly pickingodes from The probability thatf; = g; is given in Lemma 2
P. Then we count the number of bits that can be disruptedLemma 2:The probability thatf; = g; is P(f; = g;) =
by the jammer, and mark the trial as successful if the number 4 1 Z’;zl (’;)N(j) (n—1)’

is larger thanl/. We repeat this process for 1,000 times and’  proof- Assime thgj(gﬁé)ir.m position of; is i,. If

estimate thesimulatedp, (i.e., the probability that a message,;,, — 1, the probability thatf; = g; is Zkfl 1p(lA4;, | =
is jammed) ap,; = #-ouccessful trails pigyre 4 shows both DL o= L0t m. = 0, the probab?li_tyjthat P
the simulated and the theoretical probabilities whén= 60. n n ‘o ' :

o S k 1 ) = 4 _ 1yj -
We can see that both probabilities are less than 0.01 if thee P! IS Za‘zl P(A,| = 7))@ — 3). Hence P(f; =

n—j

of the code set is larger than 60. g) = 2 + 32 P = DA - 3 = g +
We then letn = 120 and M range from 25 to 35. For .1 Yo% | (") N(j) gLl m

each)M, we perform the same simulation as we did for eacﬁnLet h = hy||...|[h; denote a code sequence selected by the
n. Figure 5 shows the simulated and theoretical jammingnder. The probability thd = h; is given in Lemma 3
probabilities when we change the number of bit errors ECC| emma 3: The probability thatf; = h;, is P(f; = h;)
can tolerate. We can see that both probabilities decreaselﬁEL Zz; (’?)N(j)(l (n—1)7

2nk =1 \jy

the number of bit errors ECC can tolerate increases. Whé J WG ) Tt Zf:l'
) Proof: If + = i, (i.e., the¢,-th code of the original

M = 35, the jamming probabilities are less than 0.01. . - ,

_ . spread message does not change its position after peram)tati

2) Type Il Attacks: We now evaluate the feasibility of we propability that thei-th observed cods; is the same
reactive jamming attacks. We use the correlation between th. | o P(f; = hili = i,) = L °F  P(lA;,| = )} =
jammer’s observation and each code sequenc€ s the | . . ‘s o2 -7;1, n 1°d 13 h

evaluation metric. In other words, we assess the posyililit aur g1 ()N () I i # i, (i, thei-th codef; of the

a jammer to gather enough information for reactive jammingi9inal spread message changes its position after pefmuta
In reactive jamming attacks, a jammer infers the co

on), the probability thaf; = h; is the same as the probability
sequences chosen by the sender based on the first few ¢ alfi = g, since bothh; andg; can be regarded as an arbi-
that have already been transmitted by the sender, and t

rary code inP. Therefore P(f; = h;|i # i,) = P(f; = g;).

uses the identified code sequences to jam the transmissié)rﬁ1 < fo,Jo < I, the probability thatd;, = A;, is %
of the rest codes. However, in RD-DSSS the sender permu¢dych is a very small value if. is relatively large and: is
each spread message before transmission. Thus, the torreld€latively small (e.g.,% ~ 1077 whenn = 50 andk = 5).
between the transmitted message and the code sequemggsefore, the probability thatl;, = A;, is approximately
chosen by the sender is reduced, and it is hard for the jamrgerNote that for different inputs, the outputs of mapping
to correctly identify the code sequences chosen by the senfifction h are also different. Thus, the possible values of
by analyzing the correlation between the observed codes aidt,), ..., h(A;) are distinct from each other. We consider
each code sequence (h h(A1),...,h(A;) asl random variables. The probability that

In the following, we derive the correlation between thé(A;, ) is just thei,-th smallest/largest element among all
observed codes and a code sequence not selected by the sevalees is;. Therefore, the probability that= i, is 1 and the
We also derive the correlation between the observed codks gnobability thati # i, is 1 — % As a resultP(f; = h;) =
a code sequence selected by the sender. We then compare Both= i,)P(f; = h;|i = i,) + P(i # i,)P(f; = hyli # i) =




%((# Z?:1 (?)N(J)(% - n(?(;l,)j) ) — %)‘i‘ % + ﬁ Z?:l- 0.022
[ |

Assume the correlation of two identical codes is 1 and that

of two different codes is 0. Based on Lemmas 2 and 3, the

expectation of the correlation betwef...||f, andg1]|...||g:

is E(f - g) = ;Y P(f; = gi) = P(fi = &), and the

expectation of the correlation betwegt|...||f. andh,||...|/h,
Figure 6 shows the expectation of the correlation between

the observed codes and a code sequence selected by the sender s 70 v 0 100

(i.e., E(f - h)), as well as the expectation of the correlations Size of code set

between the observed codes and a code sequence not selected .

by the sender (i.eE(f-g)). We can see that(f-h) approaches Fig. 9. Simulated and theoreticBl(f - h) for k = 1 andk = 5 (I = 300)

E(f - g) as the lengthi of the message increases. Wheis knowledge of the index codes, the receiver cannot correetly

!ar_gerthan 100E(f.' h) andE(f-g) are e}lmost the same. Thus‘?spread the received message. Therefore, a jammer may launch
it is hard for the jammer to distinguish the code SequUence s attacks targeting the index codes.

of the sender by analyzing correlations between the obderve
codes and each code sequencé€.in
Figure 7 shows botfit(f - h) and E(f - g) when the size
of the spreading code set increases. We can seéiflfiath)
is very close tdE(f - g). Although bothE(f - h) andE(f - g)
decrease as increases, the distance between them is sma
Simulation: We use simulation to confirm the theoretical
results. In the simulatiori? has 30 codes, and has 10,000
code sequences. All codes are Walsh-Hadamard codes.

——theoreticalk=1
—+—theoretical k=5
—e—simulated k=1
—o—simulated k=5

o
o
)

0.018

0.016

0.014

0.012

Correlations with the observed codes

o

o
o
o

Specifically, a jammer may randomly chodsedex codes,

get synchronized with the sender, and transmit the chosen
index codes to interfere with thieindex codes from the sender.

As a result, the receiver will have to deal with combinations

f index codes (i.e., using each combination to de-spread th
Q)eceived message and authenticating the de-spreadingtputp
However, as discussed earlier, the number of code sequences

chosen by the sender is small, i.€.< 5. This means DoS

We let I range from 1 fo 100. For each we randomly attacks against index codes can be tolerated. For example,

ick I cod fro and t Wif k = 3 and ¢ = 13,500, the receiver only needs to deal
pic code sequences rom and generate a message. Wiy, o3 _ & combinations of index codes under DoS attacks.

spread and permute the message based on the chosen %%ever, with the same parameter setting, a reactive jammer
sequences. A§sum~e: . We compute and record the averagg. o od to computa x (13,?;500) ~ 240 correlations on average
of the correlations between the observed codes_ and each ¢ in a very short period of time (i.e., the transmissiandi
sequence selected by the sender. We repeat this proce$s 10 ) single message)
times and estimate theimulatedE(f - h) as the average of '
the 1,000 recorded values. VI
Figure 8 shows simulated and theoreti@4f - h) for k£ =
5. The correlation between the observed codes and the cod&he jamming problem in wireless communication has been
sequences selected by the sender decreasemeaseases. The widely studied during the past few decades (e.g., [5], [11],
correlation is less than 0.02 when= 80 and! > 20. [12], [14], [15], [21], [22]), and spread spectrum such asS3S
In addition, we obtairE(f - h) through simulation when the and FHSS are traditional anti-jamming techniques [15]].[20
size of P increases, withk = 1 andk = 5. In the simulation, However, as discussed earlier, those techniques requate th
I = 300 and other parameter settings are the same as thosseénders and receivers pre-share secret keys. There have bee
the simulation of Figure 8. We let range from 50 to 100. For a few recent attempts to enable the establishment of predha
eachn, we perform the same process as we did for daich secret keys [16]-[18]. Unfortunately, all those works aairire
the simulation of Figure 8, and estimate the simuldéfih). used for broadcast communication where there exist matcio
Figure 9 shows both simulated and theoretiEéf - h). For receivers that may also act as jammers. An insider jammer
bothk = 1 andk = 5, we can see that the correlation betweewho knows the shared key can use the key to prevent other
the observed codes and the code sequences selected bydbeivers from receiving the messages.
sender is quite smallf(f - h) < 0.022). To address this problem, some researchers recently in-
The simulation results are very close to the theoreticeéstigated how to enable jamming-resistant broadcast com-
results, as shown in Figures 8 and 9. Both figures demonstratenication without shared keys [1], [13]. As discussed in
that there is very small correlation between the observedso Section |, the decoding process of [1] cannot be extended to
and the code sequences selected by the sender. Thus, BBSS or FHSS. UDSSS proposed in [13] is the most relevant
DSSS can prevent jammers from learning the chosen cadeours. However, the broadcast communication provided by
sequences and launch reactive jamming attacks. In contr&ddSSS is still vulnerable if an insider jammer with suffidien
UDSSS allows a reactive jammer to derive the code sequemreenputational power launches reactive jamming attacks as
directly by observing the first code in the sequence. indicated in [13]. Inspired by UDSSS, RD-DSSS tolerates
3) Type Il Attacks:In RD-DSSS systems, a receiver need®active jamming attacks by using multiple code sequences
to identify index codes of a received message. Without tlaead permutation to protect each message.
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